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ABSTRACT
The vast majority of the features used in today’s commer-
cially deployed image search systems employ techniques that
are largely indistinguishable from text-document search –
the images returned in response to a query are based on the
text of the web pages from which they are linked. Unfor-
tunately, depending on the query type, the quality of this
approach can be inconsistent. Several recent studies have
demonstrated the effectiveness of using image features to
refine search results. However, it is not clear whether (or
how much) image-based approach can generalize to larger
samples of web queries. Also, the previously used global
features often only capture a small part of the image in-
formation, which in many cases does not correspond to the
distinctive characteristics of the category. This paper ex-
plores the use of local features in the concrete task of find-
ing the single canonical images for a collection of commonly
searched-for products. Through large-scale user testing, the
canonical images found by using only local image features
significantly outperformed the top results from Yahoo, Mi-
crosoft and Google, highlighting the importance of having
these image features as an integral part of future image
search engines.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Informa-
tion Search and Retrieval; H.4.m [Information System
Applications]: Miscellaneous

Keywords
web image retrieval, local features

1. INTRODUCTION
Although image search has become a popular feature in

many search engines, including Yahoo, MSN, Google, etc.,
the majority of image searches use very little, if any, im-
age information. Due to the success of text-based search of
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(a) search results for “d80”

(b) Search results for “coca-cola”

Figure 1: The query for “d80”, a popular Nikon
camera, returns good results on Google. However,
the query for “Coca Cola” returns mixed results.



web pages, and in part to the difficulty and expense of us-
ing image-based signals, most search engines return images
solely by examining the text of the pages from which the
images are linked. For example, to find pictures of the Eif-
fel Tower, rather than examining the visual contents, images
that occur on pages that contain the term “Eiffel Tower” are
returned. No image analysis takes place to determine rele-
vance or quality. This can yield results of inconsistent qual-
ity. For example, the query “d80”, a popular Nikon camera,
returns good results as shown in Figure 1(a). However, the
query for “Coca Cola” returns mixed results as shown in
Figure 1(b) - the expected logo or Coca Cola can/bottle is
not seen until the 4th result. This is due in part to the
difficulty in associating images with keywords, and in part
to the large variations in image quality and user perceived
semantic content.

Our approach relies on analyzing the distribution of visual
similarities among the images. The intuition behind the ap-
proach is a simple premise: an author of a web page is likely
to select images that, from his or her own perspective, are
relevant to the topic. Rather than assuming that every user
who has a web-page relevant to the query will link to a
good image, our approach relies on the combined preference
of many users. For example, in Figure 1(b), many of the im-
ages contain the familiar red Coca Cola logo. In some of the
images, the logo is the main focus of the image, whereas in
others it occupies only a small portion. Nonetheless, the fact
that it is repeated in a large fraction of the images returned
is an important signal that can be used to infer a common
“visual theme” throughout the set. The images that best
capture the visual themes found in the set of images should
be returned to the user.

Content based image retrieval is an actively explored area
and a number of overviews on this area have been pub-
lished [4] [6] [13] [12]. The idea of analyzing the “coherence”
of the top results from a traditional image search engine has
been explored by Park et al. [11] and recently by Fergus
et al. [3]. In particular, Park et al. [11] explored different
clustering methods to select the top images from the ini-
tial search results. Our work is an logical extension to their
works in the following three ways. First, as observed in [11]
and [3], image features like color histograms and curvature
only capture a small fraction of the information, which in
many cases, does not correspond to the distinctive informa-
tion of the category. For example as shown in Figure 2,
when only color histogram are compared, image 2(a) is the
closet match to image 2(b) out of the 1000 images returned
by Google image search. On the other hand, local features
are more robust against image deformation, variations and
noise, and has demonstrated its potential for object cate-
gory detection even with images collected from traditional
search engines [2]. Therefore, we designed our experiments
specifically to analyze the effectiveness of local features on
potentially very noisy search engine image results.

Our second contribution is the scale of our experiments
with human evaluators. [11] and [3] demonstrated the po-
tential of “coherence” based image filtering, but it was not
obvious whether (if so, how much) image-based system can
improve the quality of search results when applied to a large
set of queries, given the noisy nature of the web images
and the rapidly improving image search engine results. We
grounded our work on large-scale user evaluation (105 users)
on a significant number of queries terms.

(a) image A

(b) image B

Figure 2: Given the 1000 images collected from
Google search engine for the keyword “starbucks”,
image B is the closest match to image A when only
color histogram is used.

The third are that that we differ from prior work is our
novel and perhaps more difficult task. Our method attempts
to find the single most representative image for popular
product using only image features. We hope to quantify
the potential performance improvement it can bring to the
commercial search engines.

We chose to start with product searches (i.e. “ipod”,
“Coca Cola”, “polo shirt”, etc) for two reasons. First, this
is an extremely popular category of searches, so improving
this will affect many users. Second, it provides a good set
of queries from which to quantitatively evaluate our per-
formance: in many cases, there are only a few represen-
tative images of products that are acceptable. Our deci-
sion to examine the single most representative image was
motivated by the importance and wide-applicability of this
task. An enormous number of services, ranging from Froogle
(Google’s product search tool), NextTag.com, Shopping.com,
to Amazon.com, all rely on being able to initially attract
attention to products by showing a single image next to a
product listing. We would like to automate the process of
finding the most representative image for a product from the
web. We quantitatively measure our results for this task by
asking a group of users to compare the top result of our sys-
tem with the top result returned by Yahoo.com, MSN.com
and Google.com.

The remainder of the paper is organized into five sections.
In the next section, we briefly review the underlying tech-
nologies used to determine the sub-image similarity. The
reader who is familiar with SIFT features or similar local-
descriptor based features may want to skip ahead to the
following section. In Section 3, we describe how these fea-
tures can be used for image-query results. Sections 4 and 5
describe how we measured the performance on the task and



Figure 3: When a user queries on “golden gate”
or “Starbucks”, returned images are often taken
from different locations, with different cameras, fo-
cal lengths, compositions, etc. Similarity measures
for this task must handle potential rotation, scale
and perspective transformations.

analyze the results of the user experiments. We also present
an intuitive visualization method for users to quickly under-
stand the content of the returned results. Finally, in Section
6, we close the paper with a summary of our findings and
suggestions for future work.

2. COMPUTATION OF IMAGE FEATURES
The ability to identify similar sub-images is crucial to

the performance of this application. As described in the
previous section, global features like color histograms and
shape analysis, when used alone, are too restrictive for our
task. Instead, we select image local features that are rich
in terms of local information content, yet stable under local
and global perturbations in the image domain. Examples
of local features include Harris corners [5], Scale Invariant
Feature Transform (SIFT) [9], Shape Context [1], Spin Im-
ages [7] and etc. Mikolajczyk and Schmid [10] presented a
comparative study of various descriptors and demonstrated
experimentally that SIFT gives the best matching results.
SIFT is widely popular in the computer vision community
for its ability to generate highly distinctive features that
are invariant to image transformations (translation, rota-
tion, scaling) and robust to illumination variation. As a
result, we chose to use SIFT features for our task.

The SIFT algorithm can be roughly divided into two stages:
interest point selection and descriptor generation. Interest
points refer to the locations in the image where visually dis-
tinctive features can be found. In addition to the x and y
coordinates, SIFT also assigns a consistent scale and orienta-
tion to each interest point based on local image properties.
Local features are then represented relative to their scale
and orientation and therefore achieve invariance to resizing
and rotation.

Figure 4: The interest points generated from star-
bucks image. The base, length and direction of each
arrow corresponds to the x, y location, scale and
orientation of the interest point.

Interest point selection is a three step process. First, SIFT
builds a pyramid of scaled images by iteratively applying
Gaussian filters to the original image. Next, adjacent Gaus-
sian images are subtracted to create Difference of Gaussian
(DoG) images, from which the characteristic scale associ-
ated with each interest points can be estimated by finding
the local extrema over the scale space. Given the DoG image
pyramid, SIFT selects interest points located at the local ex-
trema of 2D image space and scale space. In the final step,
we make the features invariant to rotation by assigning a
characteristic orientation to each of the interest point. The
interest points for the Starbucks logo are shown in Figure 4.
The base, length and direction of each arrow corresponds to
the x, y location, scale and orientation of the interest point.
The scale and orientation attributes are clearly consistent
with local image properties.

Given the interest points, SIFT generates distinctive yet
stable descriptors for the pixels surrounding the interest
points. A gradient map is computed for the region around
the interest point and then divided into a collection of sub-
regions, in which orientation histogram can be computed
individually. In summary, this procedure has created a set
of distinctive points by which to characterize the interesting
characteristics of image. In the next section, we show how
to use them for answering an image-search query.

3. CANONICAL IMAGE SELECTION
Since our method relies on the shared local properties of

the web images, we call it “Local Coherence” (LC) selection
method. We use a conventional image search engine, in this
case Google image search, to generate up to 1000 initial im-
age candidates, from which the most representative image is
to be selected. In order to reduce the computational cost and
avoid biasing towards larger images, all image candidates are
resized to have a maximum dimension of 400 pixels. Each
resized image contains 300 to 800 SIFT descriptors. Given
these descriptors, our algorithm selects images that contain
the most matching features.

Finding the nearest matches for roughly half a million
high dimensional features can be computationally expensive,
even when used in conjunction with an efficient data struc-
ture like metric trees. The recently proposed Spill Tree [8],
an approximation to metric trees, is a more efficient alter-
native. For our task, we first construct a Spill Tree data



Figure 5: The gray lines represent matched feature
points. Matches on the left are the results of individ-
ual feature matches. Matches on the right contain
the remaining matches after common object verifi-
cation.

Table 1: Local Coherence-based Image Selection Al-
gorithm

1. Given a text query, retrieve the top 1000 images from
Google image search and generate SIFT features for
these images.

2. Identify matching features with Spill Tree algorithm.

3. Identify common regions shared between images by
clustering the matched feature points.

4. Construct a similarity graph. If there is more than
one cluster, select the best cluster based on its size
and average similarity among the images.

5. From the chosen cluster, select the image with the
most and highly connected edges.

structure from all the feature points in all images (roughly
half a million total features). We then individually query
each point in the data structure to find a collection of close
matches. Two local features are considered as potential
matches when their Euclidian distance is less than a thresh-
old, defined loosely to allow for illumination changes and
variations in image quality.

3.1 Common Object Verification
The loosely defined feature matching threshold allows for

more correct feature matches, but it also introduces a signif-
icant number of false positives. Additionally, since visually
similar local features can originate from different objects,
feature matches alone can be semantically incorrect. There-
fore, we apply clustering and geometric verification on the
matched feature points.

We first group the matched points according to their cor-
responding image pairs, then a Hough Transform is used for
object verification. This technique is commonly used in con-
junction with local features [9]. A 4 dimensional histogram
is used to store the “votes” the pose space (translation, scal-
ing and rotation). At the end, we select the histogram entry
with the most votes as the most consistent interpretation.
For our task, we assume that there is only one instance of an
object in any image, therefore only one consistent pose inter-
pretation is selected. As shown in Figure 5, this procedure
effectively rejects the erroneously matched feature points.

3.2 Image Selection
The previous step yields pairs of images that contain sim-

ilar objects perhaps at different scales, taking up different
portion of the image, with potentially different rotation, etc,

Figure 6: A screen shot of the experiment setup.
The order of placement is randomly adjusted.

from which similarity scores can be computed. In our work,
we define the similarity score between two images as the
number of matching points divided by their total number
of interest points. This normalized similarity score has the
additional advantage of favoring images with large and clear
views of the object of interest.

It is the easiest to think about the remainder of our algo-
rithm in terms of a graph, with images as nodes, and their
similarity scores (if larger than 0) as weighted edges. In
this similarity graph, images that are not connected with
any others are marked as outliers and removed. If there are
multiple themes associated with a product (different prod-
uct poses, etc), the resulting graph usually contains several
distinctive clusters of images, as shown in Figure 9 1. For
the task of generating the most representative image, we se-
lect the dominant cluster based on a combination of its size
and average edge weights.

In the final step, we select the image within the cluster
that is most heavily connected to other members in the clus-
ter. If the similarity graph does not have a cluster, then we
simply select the first image returned by Google as the best
image. This can happen when the product itself lacks vi-
sually distinctive features (plastic bag, paperclip, etc), or
if the object category is too vague or broad (pants, cars,
etc). Table 1 provides a complete outline of the LC image
selection algorithm.

4. EXPERIMENTS
The Local Coherence (LC) selection algorithm was used to

select the most representative image for 130 product queries.
The candidate images (up to 1000) are extracted from Google
image search results on Nov. 6th, 2005. The selected images
are be placed along with the top image from Yahoo, MSN
and Google for user evaluation 2.

105 human evaluators participated in our experiment. Each
evaluator was presented with 50 randomly selected sets of
images, with the order of placement randomly adjusted. All
images were resized to have a maximum dimension of 130
pixels. Figure 6 contains a snap-shot of the evaluation setup.
The user was asked to give a strict ordering to the images

1For visualization purpose, we generated the maximum
spanning tree from the similarity graph.
2The top image results from Yahoo and MSN were extracted
on Aug. 10th 2006, with safe-image filter enabled.



Table 2: Number of votes received for each selection method. The overall score is computed as the weighted
sum of all votes received (1st place votes * 3 + 2nd place votes * 2 + 3rd place votes). LC is able to identify
common “themes” in 53 of the 130 product queries.

Local Coherence Google Yahoo MSN
53 product queries
1st place votes 900 (43%) 344 (16%) 447 (21%) 389 (19%)
2nd place votes 579 (28%) 471 (23%) 544 (26%) 486 (23%)
3rd place votes 301 (14%) 661 (32%) 569 (27%) 549 (26%)
4th place votes 300 (14%) 604(29%) 520 (25%) 656 (31%)
Overall score (weighted) 4159 (33%) 2635 (21%) 2988 (24%) 2688 (22%)

130 product queries
1st place votes 1686 (33%) 1090 (21%) 1466 (28%) 934 (18%)
2ndplace votes 1855 (35%) 1745 (34%) 761 (15%) 815 (16%)
3rd place votes 1057 (20%) 1469 (28%) 1499 (29%) 1151 (22%)
4th place votes 578 (11%) 872 (17%) 1450 (28%) 2276 (44%)
Overall score (weighted) 9825 (31%) 8253 (26%) 7419 (24%) 5583 (18%)

Table 3: Percentage improvement over competing
systems.

Google Yahoo MSN
53 products
LC (1st place votes) 169% 105% 126%
LC (overall score) 58% 39% 55%
130 products
LC (1st place votes) 57% 18% 83%
LC (overall score) 19% 32% 76%

by answering “which of the following image best describes”
the text query. A new set of images was displayed after
the user submitted their response. Although there was no
time limit, the users usually finished the entire experiment
in 10-20 minutes.

As described in the previous section, the LC selection al-
gorithm uses the top result from Google image search as
backup if it fails to find “common theme” among images.
In this case, we display only three images (Google, Yahoo,
MSN) to the evaluators. Given the user feedback, we assign
a rank to LC either above or below (randomly selected to
maintain fairness) the rank given to the Google image, and
the adjust the ranks for other images accordingly.

Table 2 and Table 3 displays the aggregated evaluation re-
sults for the product images. We provide the voting results
for all 130 product queries as well as for the 53 sets of prod-
ucts where a common theme is found by LC. We found the
order in which the images are displayed does not affect how
user rank the images in our experiment, with each position
receiveing approximately 24% to 26% of votes.

5. ANALYSIS
As shown on Tables 2 and 3, LC significantly outperforms

Google, Yahoo and MSN. Based on overall score, LC outper-
forms Google by 19%, Yahoo by 32%, and MSN by 76%. If
the results were tabulated from the 53 sets of images where
a common “theme” is found by LC, LC outperforms Google,
Yahoo and MSN by 58%, 39%, 55% respectively. The im-
provement is even larger if we only consider the first place
votes.

Figure 7 shows examples of competing images, sorted by

the overall votes received by LC. A brief look at Figure 7
reveals that this performance improvement is not surpris-
ing. Many images selected by conventional search engines
contain humorous or sexually explicit materials (which can
be offensive for some people), as in the results of viagra,
ipod, and rayban. Although perhaps popular, these images
are not appropriate choice for product images, and certainly
do not contain the common “theme” found in other images
under the same query. On the other hand, some images se-
lected by search engines are relevant and appropriate, but
better choices are available. For example, both Google and
Yahoo images for “Batman returns” are screen shots. Per-
haps an image of the Batman DVD cover or movie posters
would be a better choice. (The users did select the Batman
DVD cover as a better choice.)

Local coherence algorithm is able to improve image se-
lection by identifying the common “theme” in the initial
image set, and select images containing the most visually
distinctive representation of that theme. For example, Fig-
ure 8 contains the similarity graph for query “starbucks”,
“mona lisa” and “ipod.” 3 The more connected images are
evidently more relevant to the query and more visually ap-
pealing. Most of the off-topic or “funny” images are located
as the leaves of the tree.

We think there are three reasons behind this result: First,
people usually strive to take the best photos they can. There-
fore we will see more frontal shots of the object than profile
or occluded shots, and we will see more images under good
lighting conditions, etc. Second, there is an implicit pop-
ularity contest for images on the web. Relevant and good
quality photos tend to be repeatedly used for personal pub-
lishing (blogs, homepages) or selected manually as the fea-
tured image for online stores. For example in Figure 8(a),
the Starbucks logo image are repeatedly used. This is im-
portant information for us to use. Third, images containing
a dominant view of the object usually have more matches,
therefore they have higher similarity scores than other im-
ages. This is crucial in selecting not only relevant, but also
high quality images. For example, as shown in Figure 8(b),
the original version of Mona Lisa image has the highest sim-

3For visualization purposes, we used a small number of im-
age candidates, and extracted the maximum spanning tree
from the similarity graph.



Figure 7: Examples of the 9 competing images, sorted by the overall votes LC received. (Images above the
line are 6 queries that LC method does the best. Image below the line (3 images) are those LC method does
the worst.) LC is the clear winner among the top 6 sets of images. “Masking tape” is an example where
LC fails: a collection of similar (but not identical) images fooled LC into picking the bagged-tape as the best
image.



(a) Starbucks

(b) Mona Lisa

(c) Ipod

Figure 8: Maximum spanning trees are extracted
from the similarity graphs for visualization purpose.
We selected the images in the center of each cluster
as the representative images. As evidenced in the
graph, the more connected images are more relevant
to the query and are more visually appealing. Also,
most of the off-topic or “funny” images are located
as the leaves of the trees.

ilarity score with other images.
Another interesting observation is that, while LC selected

images received 33%-43% of the first place votes, they re-
ceived only 11% - 14% of the votes for being the worst image.
This also shows that while our algorithm does not neces-
sarily pick the most visually appealing image, the images
selected are relatively relevant to the search query.

Currently our approach is computationally expensive due
to the quadratic nature of our algorithm. Therefore, similar-
ity measurements can only be generated off-line over a list
of queries. In the future, we would like to explore methods
to improve the training efficiency of our algorithm. Possible
ways to reduce training time includes limiting the size of
the image and the number of interest points, reducing the
dimensions of local features, and use discriminative selecting
features that are most related to the query we are interested
in.

6. CONCLUSIONS AND FUTURE WORK
We have presented a method for selecting the best image

among a group of images returned by a conventional text-
based image search engine. The method exploits the local
coherence implicitly present in the results by looking for an
image which is the most representative of the group. An
image is considered to be representative of the group if it is
similar (as measured by local SIFT features) to many other
images in the group. In a user study with product images,
users ranked the image picked up the LC system first 43%
of the time, compared with 16% for Google, 21% for Yahoo,
and 19% for MSN’s image.

There are a number of interesting directions for future
work. First, and perhaps the most important, is expanding
the range of queries for which the system is applicable. Local
features like SIFT seem ideal for queries which have specific
objects as results, like products. Queries for travel-related
landmarks should also be handled well by this system. Fur-
ther domains might require the use of other image features.
For instance, face recognition methods may provide a useful
similarity measure when a large portion of the image results
contain faces. For queries where the results are an object
category (eg “chair”), features typically used for content-
based retrieval (color distributions, visual vocabularies) may
be more fruitful.

The maximum spanning trees illustrated in Figures 8 and 9
contain a great deal of information to be exploited. The
edges may be usable in the same way the web link structure
is used to improve web page ranking. The arrangement of
images may also be useful for visualizing the large result set
in an intuitive way.
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